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Generative Artificial Intelligence (AI) has made incredible progress over the last few
years. A related development is Augmented Reality (AR), with e.g. the recent release of
Apple’s Vision Pro headset. It is reasonable to assume that in the near future, humans will
see the world around them through AR headsets that apply AI modifications to what they
see. In this project, we will investigate how face-to-face interactions would be impacted
when we use AR+AI (ARAI) to adjust environmental elements and conversational cues,
including facial expressions, eye movements, and gestures. Thus, the research question of
the thesis is: is it possible to develop a distributed infrastructure for generating
high quality subtle visual modifications in real time?

Visual AI has progressed enormously and at a rapid pace, particularly after the ad-
vent of diffusion models (DM) [6, 2, 7, 5, 1]. Some exemplary works include text-to-video
(OpenAI’s SORA, announced on 15 Feb 2024), animation of photos based on example mo-
tions [8], and 3D gaussian splatting [3] for efficient rendering of neural radiance fields [4].
However, we are not aware of any work that addresses real-time modifications of a user’s
view of their environment with DMs. The means we envision (distributed architectures
involving thin clients and heavy cloud computers) have not been explored either.

Generating fast, high-quality images and videos using DMs is very challenging. While
achieving high quality or high speed individually has been demonstrated (e.g. FLUX.1-
schnell1, FLUX.1-dev2), a solution combining both has yet to emerge. For reference, a
recent text-to-video model, Mochi 13 (released 23 Oct, 2024), requires 4 × H100 GPUs
to generate a 5.4-second video at 30 frames per second (FPS).

The envisioned structure of the thesis includes the following stages:

• First prototype of high-quality real time generation: In the initial stage, our
objective is to enhance the inference speed of text-to-image generation using Dr.
Sandor’s prototype while preserving image quality and diversity. Specifically, we
aim to increase the frame rate from 20 FPS to 60 FPS. Additionally, we will establish
a robust evaluation pipeline to assess and compare the quality of generated images
across various experiments, benchmarking them against state-of-the-art methods.

• Prototype refinement and extension to 3D and video: In this stage, we will
refine the results from the first stage and extend them to support additional modal-
ities, such as multi-view generation, 3D, and video. We will also focus on temporal
consistency, a critical factor for achieving coherence in 3D and video generation.

• Text based Editing and Personalization: In the last stage, we will explore
the feasibility of real-time, text-guided editing and personalization across various
modalities, including 2D images, 3D, and video. This investigation aims to enable
AR system users to dynamically modify their environment in real time, allowing for
immediate and personalized interaction.

1https://huggingface.co/black-forest-labs/FLUX.1-schnell
2https://huggingface.co/black-forest-labs/FLUX.1-dev
3https://www.genmo.ai/blog
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